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IMPACT OF ARTIFICIAL INTELLIGENCE ON HR PROCESS
ENGINEERING IN THE PUBLIC ADMINISTRATION SYSTEM

BIIJIAB IITYYHOI'O IHTEJIERTY HA THAERWHIPUHI' HR-ITPOILIECIB
B CUCTEMI IIYBJITYHOI'O YIIPABJIIHHA

Summary. The study demonstrates that artificial
intelligence is transforming human resource
management in the public sector, shifting it from an
administrative system to an analytical model based
on predictive insights and digital trust. The research
analyzes scientific approaches to the use of artificial
intelligence in public administration and establishes
a coherent framework for transforming the entire HR
lifecycle. Itidentifies thatthe use of predictive analytics,
automated recruitment systems, virtual assistants,
and explainable algorithms enhances transparency,
objectivity, and public trust in governmental decision-
making. A comparative analysis of implementation
barriers in the public and private sectors revealed key
differences between profit-oriented and value-driven
management approaches. The study outlines the main

risks associated with algorithmic decision-making in
HR processes and proposes mechanisms to mitigate
them. As aresult, an integrated concept of adaptive HR
engineering in public administration was developed,
combining ethical, technological, and competence-
based dimensions to ensure a gradual transition toward
a new culture of collaboration between humans and
artificial intelligence.

Keywords:  artificial  intelligence,  public
administration, HR engineering, ethical governance,
predictive analytics, algorithmic transparency, digital
transformation.

Formulation of the problem. The system of
public administration is currently undergoing a
fundamental crisis driven by a dual pressure. On

© Oliinyk Oleksandr, Bikulov Damir, Markova Svitlana, Holovan Olha, 2025

77



HaykoBui BicHMK MidxHapoaHOro rymaHitapHoro yHiBepcutety. Cepis: <EKOHOMiKa | MEHEAKMEHT»

the one hand, there is a strong societal and political
demand for digital transformation, improved
efficiency, and higher quality of public services. On
the other hand, the governmental apparatus remains
constrained by outdated administrative approaches
to personnel management, where the HR function has
historically focused on administration, paperwork,
and regulatory compliance rather than on strategic
partnership or human capital development. The
emergence of artificial intelligence technologies is
not simply another incremental tool for automation
comparable to the introduction of basic HRMIS
systems. Al acts as a transformative force that
will not merely automate but will fully reengineer
and augment the cognitive processes involved
in personnel decision making. However, this is
precisely where the core problem lies, because the
public sector is institutionally built on determinism,
strictadherence to procedures, and risk minimization.
Al, in contrast, introduces unprecedented ethical,
legal, and operational risks, especially in a sensitive
domain such as HR. At the center of the challenge
is a fundamental paradox between the operational
logic of AI and the value foundations of public
administration. Al engineering optimizes efficiency
by relying on probabilistic and often opaque
black-box algorithms to achieve outcomes. Public
administration, in contrast, requires legitimacy that is
grounded in deterministic, transparent, accountable,
and objectively fair processes. Consequently, any
attempt to directly engineer HR processes such
as recruitment, evaluation, or promotion through
Al creates a direct threat to public trust and legal
guarantees. While algorithmic bias in the private
sector results in lawsuits and reputational damage,
in the public sector it translates into violations
of constitutional rights, delegitimization of state
authority, and risks of social destabilization.
Therefore, the central problem that requires
resolution is how to integrate artificial intelligence
tools into the public administration system in a way
that preserves efficiency, legality, and fairness in
decision making.

Analysis of recent achievements and
publications. Modern research on integrating
artificial intelligence into personnel management
focuses primarily on ethical, legal, and technical
aspects, yet it overlooks the systematic combination
of these dimensions within public administration.
Hunkenschroer A.L., Kriebitz A. [1] examine
Al-recruitment through the lens of human rights,
demonstrating its compatibility with the principles
of validity, autonomy, non-discrimination, privacy,
and transparency. However, the authors do not
propose operational mechanisms for implementing

these standards in the public sector. The integrated
concept of adaptive HR-engineering presented
in this study addresses this gap by introducing
ethical auditing, risk management, and documented
algorithmic control. Capasso M., Arora P,
Sharma D., Tacconi C. [2] concentrates on the
protection of fundamental rights within algorithmic
HRM, identifying risks of hidden discrimination,
yet does not outline practical means for preventing
it. The concept developed in this work enhances this
approach by integrating decision explainability and
human involvement in critical stages of candidate
selection. Dima J., Gilbert M.H., Dextras-
Gauthier J., Giraud L. [3] identifies five effects of Al
on HR, but does not describe how these effects can be
structurally implemented in public administration.
In contrast, the article achieves this through a three-
component architecture that includes “Governance
and Ethics”, “Technology and Data”, and “People
and Competencies”, forming a coherent sequence
from strategy formulation to its implementation.
Wang A., Jiang D. [4] propose a tripartite framework
for technological governance, although they leave
it without an applied mechanism. In the proposed
concept, this framework is elaborated through
algorithmic auditing, an ethics council, and ethical
performance indicators. Maake G., Schultz C.M. [5]
describe success factors for Al adoption in local
governance, yet they do not cover the full life
cycle of HR processes. The concept presented in
this study compensates for this by establishing an
ecosystem that integrates managerial, technological,
and competency-based elements. Soleimani M.,
Intezari A., Arrowsmith J., Pauleen D.J.,
Taskin N. [6] highlight the need for cooperation
between HR departments and developers but do
not define governmental audit standards. This gap
is addressed in the proposed concept by developing
internal regulatory procedures and ethical evaluation
systems. Cavescu A.M., Popescu N. [7] focus on
predictive talent analytics while disregarding the
institutional and legal dimension, which in this
study is incorporated through data transparency
controls. Fenwick A., Molnar G., Frangos P. [8]
describe the evolutionary phases of AI-HRM but
do not provide criteria for transitioning between
these phases. The concept developed in this study
fills this gap by defining clear readiness parameters,
risk levels, and performance indicators for each
stage. Overall, previous international studies
have provided essential individual components
of ethical, technical, and managerial approaches,
yet none has offered an integrated solution. The
concept developed in this research resolves these
gaps by combining legal standards, technological
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interoperability, and competency development
within a unified HR-transformation cycle. This
ensures the scientific novelty and practical relevance
of the study, since it introduces for the first time an
integrated concept of adaptive HR-engineering in
the field of public administration.

The purpose of the article is to develop a
holistic concept for integrating artificial intelligence
into the public administration personnel system by
designing an adaptive HR-engineering framework
that combines managerial, technological, and
ethical components within a unified architecture of
digital HR transformation.

Presentation of the main material. Improving
the architecture of state personnel management
requires a shift from fragmented digital initiatives
to a holistic engineering of the HR-process lifecycle
in which artificial intelligence functions as a system
integrator connecting strategic management,
technological analytics, and workforce competency
development. Therefore, it is essential to establish
a transformation architecture for the HR-process
lifecycle in public administration, as shown in
Figure 1.

The defined architecture of HR-process
lifecycle transformation in public administration,
illustrated in Figure 1, will need to create an
integrated digital-analytical system [3] in which
all stages of personnel management operate as
interconnected components. Whereas previous
decisions were made with delays, the future
architecture must rely on predictive analytics
[4], ensuring synchronization between data,
technologies, and the strategic priorities of the
state. At the stage of strategic planning, the
public administration system will gradually move
away from slow manual analysis and inefficient
assessments, as it will require more predictable and
manageable decisions. For this reason, personnel
policy will rely on intelligent forecasting that will
provide timely managerial actions. At the stage
of strategic planning, the public administration
system will gradually move away from slow
manual analysis, since the growing complexity of
government processes will require more controlled
and predictable decisions. For this reason, the use
of predictive analytics and scenario modelling will
transform the traditional statistical approach into a
system of anticipatory forecasting [7], which will
create a foundation for decision making based on
computational models rather than retrospective
data. As a result of this transformation, the logic
of talent acquisition will also evolve, because
the need for accuracy and speed in selection will
drive a shift from passive vacancy posting toward

algorithmic platforms that analyse the professional
and behavioural profiles of candidates [1].

Since greater selection accuracy will require
deeper automation, the further development of
candidate assessment will rely on systems for
analysis and ranking, which will provide semantic
interpretation of profiles and minimise the risks of
bias [2]. Consequently, the selection process will
gradually become more objective and manageable.
Within the same logic, digital modernisation will
reshape the format of interviews, as the proliferation
of asynchronous video interviews and algorithmic
analysis of non-verbal and speech signals [8] will
create a standardised evaluation architecture that
enhances the accuracy and representativeness of
results. At the same time, the growing need for
rapid integration of new employees will drive the
digitalisation of onboarding, where intelligent
assistants will provide personalised support and
continuous information exchange. This, in turn,
will form the basis for updating systems of learning
and development, since effective integration
will require flexible mechanisms for upskilling.
Therefore, adaptive learning platforms and
predictive skill analytics will generate personalised
learning trajectories integrated directly into real
work processes [3]. The renewal of approaches
to personnel development will naturally influence
performance management, which will shift from
episodic evaluations to continuous monitoring
through intelligent coaching and analysis of
employees’ communicative and emotional signals.
As a result, the management system will provide
leaders with up-to-date information and support
timely decision making. Simultaneously, the
domain of compensation and benefits will undergo
evolution as well, because the rising demand
for individualisation will stimulate the use of
personalised reward packages [5] adjusted through
market analytics. The consistent development
of these elements will form a new approach to
employee retention, in which algorithmic sentiment
analysis and predictive models [6] will identify
early signs of burnout, creating conditions for
preventive management of team stability. The
logical conclusion of this transformation will be
the formation of strategic succession planning,
as the increasing complexity of state institutions
will require predictable models of personnel
development. Algorithmic potential assessment will
gradually perform the function of a tool that ensures
continuity of career trajectories and transparency
of managerial decisions. Ultimately, the updated
HR architecture will function as an analytical
ecosystem in which all stages of the personnel
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Skills forecasting, impact
analysis of possible policy
changes and identification
of layoff risks are being
introduced

The process moves to
automated job targeting,
proactively sourcing passive
candidates, and expanding the
talent pool

Provides instant screening
and ranking of candidates,
reducing unconscious bias
and shortening hiring time

Automated first stage
screening, objectified
analysis of non-verbal
signals, and automatic
planning are being
implemented

The system generates
personalized adaptation
plans, provides instant
answers to questions, and
automates form filling
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Predictive analytics,
scenario modeling tools

Automated platforms, Al-
CRM, social media parsing
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interactive guides based on
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Al tools/technologies

Al tools/technologies

The process is characterized
by rapid job closing,
manual analysis of staff
turnover, and weak
forecasting.

The process is limited to
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communication

Manual document review
dominates, which carries high
risks of human bias and slow

hiring times

The process suffers from
subjective assessment in
face-to-face interviews and
logistical planning
difficulties

Paper-based workflow and
standardized presentations
prevail, which creates a high
workload

Traditional process
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Traditional process
(problem)
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1. Strategic planning
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A fixed course catalog that
is built on the principle of
«one format fits all» and
only responds to already
identified skill gaps

The process is based on
annual subjective
assessments, manual feedback
collection, and has a formal
approach

Manual salary benchmarking
and standardized benefit
packages are used, which

demonstrates low flexibility

Rare annual surveys are
conducted, which allows us
to respond only to turnover
problems that have already

arisen

The process depends on
subjective management
decisions, leading to «hidden
talent» and slow filling of
positions

Al tools/technologies

Al tools/technologies

Al tools/technologies

Al tools/technologies

Al tools/technologies

Adaptive Learning
Platforms (LXP), Al
content curators, predictive
skills analytics

Continuous feedback tools, Al
coaches

Al platforms for market
analysis, personalized benefit
recommenders, sentiment
analysis

Sentiment analysis, chatbots
for feedback, predictive
churn models

Al-based analysis of
performance and potential
data, career path tools

Reengineering measures

Reengineering measures

Reengineering measures

Reengineering measures

Reengineering measures

Personalized learning
trajectories are created and
microlearning is
implemented with proactive
identification of
competency deficits

Real-time performance
monitoring, objectified data
analysis, and personalized
recommendations, including
Al simulations, are being
introduced

Dynamic salary
benchmarking, hyper-
personalized benefit
packages, and compensation
package optimization are
being implemented

Provides continuous
monitoring of the
organization's «pulse»,
proactive identification of
employees at risk, and
personalized interventions

Data-driven identification of
«hidden leaders», objective
modeling of career paths and
reduction of bias

Figure 1. Architecture of the Transformation of the HR-Process Lifecycle in Public Administration
Source: formed by the author based on the following sources [1, 2, 3, 4, 5, 6, 7, §]

lifecycle are aligned through data, forecasting, and
strategic foresight, forming a stable, transparent,
and controllable personnel policy.

The next step involves conducting a comparative
analysis of the barriers to implementing Al in HR in
the public and private sectors, as shown in Figure 2.

The analysis of these barriers, presented in
Figure 2, demonstrates a profound asymmetry

between the two spheres, since each is guided
by different managerial logics. Consequently,
while profitability and rapid adaptation serve as
determining factors for business, the public sector
remains constrained by legal restrictions, complex
hierarchical structures, and the requirements of
public trust [2], which immediately directs attention
to the need for analysing institutional and regulatory
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preconditions. In this context, the outdated IT
infrastructure of government agencies emerges as
the most persistent barrier, because its monolithic
and technologically obsolete nature stands in sharp
contrast to the flexibility of the private sector,
which already operates on microservices and cloud
architectures [5]. For this reason, modernising
state systems will require a gradual transition
toward interoperable modules and the phased
implementation of secure cloud solutions, which
logically links technical limitations to the need for
a coherent managerial strategy. Furthermore, the
problem of data management in the public sector is
intensified by departmental isolation, which makes
it impossible to create comprehensive analytics.
In contrast, the private sector overcomes such
barriers through a unified economic incentive,
whereas public institutions must focus on building
interagency databases, compatible standards, and
unified quality frameworks [7]. This requirement
naturally leads to the issue of competencies, as the
lack of skills in working with data and modern Al
tools becomes a critical factor slowing down digital
transformation [8]. Unlike private companies that
can attract specialists through highly competitive
working conditions, the public sector will often lose
talent due to limited compensation opportunities.
Consequently, the strategic solution will involve the
development of large-scale upskilling programs,
the creation of internal data academies, and the
formation of a competent public-sector customer
capable of selecting and supervising Al solutions
effectively [3].

Yet even with growing competencies, financial
capacity remains a critical requirement, and this
significantly differentiates the public sector from
business [5], where efficiency is measured by
profit. For this reason, public institutions will
find it rational to pursue a strategy of gradual
implementation through small “quick wins”
and a focus on soft performance indicators,
including service quality and citizen satisfaction.
This positioning naturally leads to an analysis
of procurement mechanisms, since traditional
tender procedures remain incompatible with the
flexibility required for modern IT solutions [4]. In
contrast to businesses that can operate through agile
contracts, the state will require modernisation of its
procurement policy by introducing pilot sandboxes,
transparent audit models, and safeguards against
excessive vendor lock-in. This institutional
dimension is inseparable from cultural constraints,
as public service is characterised by a high degree
of risk aversion [8], which contradicts the nature
of algorithmic innovation. Therefore, creating

a managerial environment where controlled
experimentation and acceptable failure are
permitted will become a key condition for building
innovative trust [3]. However, cultural changes
cannot occur without addressing social resistance,
since public-sector employees are more likely to
express concerns regarding automation, algorithmic
decision making, and changes in roles. In this
case, the state must implement a strategy of open
communication, involve employees in co-designing
solutions, and publicly explain the principles
of the AI-HR model [8], which directly links
cultural aspects with legal challenges. Since legal
uncertainty creates additional barriers for public
Al projects [4], it will be necessary to introduce
ethical committees and alignment procedures that
ensure compliance of Al initiatives with GDPR and
the European Al Act [2]. Ultimately, the issues of
public trust and ethics will determine the stability
of all transformation components [1], because an
algorithmic mistake in public administration affects
not a company’s reputation but the legitimacy of the
state. For this reason, the formation of transparency,
accountability, and ethical justification of decisions
will become a foundational requirement for all
stages of Al implementation [8]. The logical final
step will involve embedding the principle of human
control over algorithms through documented
decision-making chains, which will ensure the
controllability of technologies and guarantee the
human right to the final say.

The next step is to identify the key risks
associated with implementing Al in public-sector
HR processes, as shown in Figure 3.

The risks presented in Figure 3 form a
comprehensive system of threats, as they combine
technical, legal, and ethical consequences that
simultaneously influence citizen trust and the
legitimacy of managerial decisions. For this reason,
unlike in the private sector where risks are treated
as operational parameters, in the public sector they
acquire political and societal significance, since any
algorithmic error is interpreted as a violation of the
principle of fairness [1], which naturally reinforces
the need to integrate risk management into the legal
and ethical foundations of public service [2]. Within
this logic, one of the most critical risks is algorithmic
bias, as it reproduces discriminatory patterns against
protected groups and simultaneously undermines
the meritocratic nature of public recruitment [6].
Therefore, mitigating this threat requires not isolated
technical fixes but a comprehensive approach that
combines human involvement in decisive stages
with regular bias auditing that ensures transparency
in candidate evaluation [8]. This, in turn, logically
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Controlled experiments need
to be encouraged. The «right
to make mistakes» in pilot
projects and leadership
needs to be demonstrated.

Proactive, transparent
communication is required.
Employee involvement in
design is necessary (human-
centered design)

Internal ethics committees
need to be established.
Proactive compliance with
new regulations is necessary.

Transparency and
accountability should be
prioritized over efficiency.
Public consultations with
stakeholders are necessary.
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Figure 2. Comparative analysis of barriers to implementing Al in HR (public and private sectors)
Source: formed by the author based on the following sources [1, 2, 3, 4, 5, 6, 7, 8]
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explainability undermines trust in algorithms, an

opacity of algorithmic models. The black-box effect
creates a situation in which it becomes impossible
to explain how a personnel decision was formed,
which automatically reduces the accountability
of the public service [4]. Since the absence of
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risks associated with the processing of personal
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data. The risk of privacy violations becomes
critically important because public-sector systems
operate with large volumes of confidential citizen
information, and any data breach results in political
and reputational consequences. Therefore, privacy
protectionrequires not only technological safeguards
but also strict policies of data minimisation, dataset
encryption, and adherence to internal security
protocols [7], which logically connects to the issue
of preserving human autonomy in decision making.

The effect of automation bias shows thatexcessive
reliance on algorithms can reduce the quality of
managerial judgment, creating dependence on

automated systems and dehumanising the selection
process [8]. In response, the control mechanism
requires clear legal reinforcement of the role of the
human as the final decision maker and positioning
Al exclusively as a support tool rather than a
substitute [3]. This leads to the structural problem
of diffuse responsibility. Accountability becomes
even more uncertain within the complex hierarchy
of public institutions, where the boundaries of
responsibility between HR units, developers,
and leadership remain unclear [4]. Consequently,
effective control requires regulatory definition
of roles, mandatory logging of all algorithmic

Apply the «<Human-in-the-
loop» (HITL) principle to all
high-risk decisions. Regular

bias audits should be
implemented.

Use of Explainable Al (XAI)
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minimization. Implementation
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replacement
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Mandatory auditing and
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tools create «digital
surveillance». This destroys
trust and causes stress.

T
Control mechanisms
and risk reduction
]

T
Control mechanisms
and risk reduction
]

T
Control mechanisms
and risk reduction
]

T
Control mechanisms
and risk reduction
]

T
Control mechanisms

and risk reduction
!

Implementing strategic
reskilling. Focus on
augmentation, not
replacement

Mandatory human verification.
Use of «Closed» models
trained on verified internal
data

Constant monitoring of
legislation. Creation of
internal compliance matrices
and training of legal and HR
staff

Conducting a deep audit of
input data. Testing the
model for fairness (fairness
testing).

Clearly inform employees
about what and how is being
monitored. Prohibition of
invasive monitoring and
anonymization of data

Figure 3. Key risks when implementing Al in public administration personnel processes
Source: formed by the author based on the following sources [1, 2, 3, 4, 5, 6, 7, §]
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decisions, and regular independent audits, which
logically opens the path to analysing social risks.
The automation of routine operations generates
the risk of staff de-skilling, where employees
gradually lose competencies while simultaneously
experiencing increased fear of technological
replacement [8]. To mitigate this threat, the control
mechanism is based on a strategic reskilling policy
and an augmentation model in which Al strengthens
rather than replaces human labour. This leads to
operational risks associated with generative models.
Inaccuracies of generative Al create the threat of
decisions being made on the basis of unreliable
or fabricated information, which in the public
sector has particularly critical consequences [5].
Managing this threat requires the use of models
trained on verified internal datasets and mandatory
human verification, which naturally transitions
to the legal dimension of risks. Non-compliance
with regulations, including the requirements of
the European Al Act, creates a direct legal threat
because public institutions are subject to enhanced
oversight. To minimize this risk, continuous
monitoring of regulatory changes, the development
of internal compliance matrices, and training staff
in the legal aspects of Al use [2] are required, which
highlights the importance of ethical risks. The
ethical risk of proxy discrimination arises when
a model uses correlates of prohibited attributes,
resulting in hidden structural unfairness [6]. Control
is exercised through auditing input data and fairness
testing, which identifies indirect discriminatory
patterns, logically concluding the analysis and
transitioning to the issue of digital surveillance.
Excessive monitoring creates the risk of Al platforms
becoming instruments of employee control, which
in the public sector directly affects the level of
public trust [1]. To mitigate this, clear boundaries of
monitoring, transparent employee notification, and
the use of anonymized datasets are implemented,
which finally forms a comprehensive approach to Al
risk management in public-sector HR.

Having analyzed the results of Figures 1-3,
it has been demonstrated that HR-engineering in
the private sector is based on simple automation
and replication of solutions, whereas in public
administration such an approach is both impossible
and dangerous because it ignores the fundamental
barriers (Figure 2) and existential risks (Figure 3)
that are rooted in the very essence and principles
of public legitimacy. Consequently, the only viable
path is a controlled, phased, human-centred, and
ethically grounded approach that integrates risk
management, technological modernization, and
human capital development into a unified process.

In response to these challenges, we propose the
“Integrated Concept of Adaptive HR-Engineering”
(Table 1), which synthesizes the previous
conclusions from Figures 1-3 and structures the key
components of re-engineering (Figure 1) through
staged implementation, overcoming the barriers
identified in Figure 2 and ensuring effective risk
management as outlined in Figure 3.

The presented “Integrated Concept of Adaptive
HR-Engineering” (Table 1) establishes a coherent
logic for introducing artificial intelligence into
public-sector personnel processes by synchronizing
managerial, technological, and human components.
It defines a consistent sequence of stages from
preparation to transformation, where each step
ensures an organic transition from regulatory
governance to technological integration and the
development of workforce competencies. At the
«Preparation and Strategy» stage, the primary
focus is placed on building an ethical foundation
through the creation of an interdisciplinary Al
council that unites legal experts, HR specialists,
IT professionals, and civil society representatives
to balance stakeholder interests. At the same time,
an audit of HR processes is conducted to identify
high-risk areas, and a regulatory risk-management
framework is developed, which becomes the ethical
reference point for the entire transformation process.
In the technological dimension, outdated systems are
audited and an interoperability strategy is defined,
aimed at data cleansing and standardization, thereby
creating the prerequisites for establishing a security
architecture that will underpin all subsequent
decisions. In parallel, competency development
begins as public institutions launch Al-literacy
programs and cultivate a new generation of HR
specialists.

At the “Piloting and Validation” stage, the focus
shifts from preparation to practical testing. Pilot
projects in low-risk domains allow algorithms
to be tested without creating critical threats.
Trade unions and employee representatives are
mandatorily involved to ensure social trust.
From the technological perspective, piloting
occurs within regulatory sandboxes where tools
are tested on verified datasets and assessed for
compatibility with HRMIS. At the organisational
level, competency centres are established, training
sessions on mitigating operator bias are conducted,
and user feedback is systematically collected for
further system enhancement. The “Scaling and
Re-engineering” stage shifts managerial priorities
toward transitioning from pilots to full-scale
implementation. Continuous monitoring of high-
risk systems is introduced, and an employee appeal
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Table 1
Integrated concept of adaptive HR engineering
Implementation Components
stages Governance and Ethics Technology and Data People and Competencies

— Create an interdisciplinary Al
Ethics Council (HR, lawyers, [T, |-
public representatives).

— Conduct an audit of existing

Conduct data obsolescence
and quality audits.
— Develop a data

Launch a department-wide
Al literacy program for all

before launching a pilot.
— Involve unions/staff in
monitoring the pilot.

Preparation and S . . o . employees.
Strategy HR processes to identify «high- interoperability and cleansing Start training HR
tisko areas. strategy. rofessionals as “as informed
— Develop a legislative — Define data security Ic)h ital-service customers”
framework for Al risk architecture. &
management.
— Launch pilots only in “low- _ Use “reculato — Form “competence
risk” areas (interview planning, san dboxes”gto tes?‘iools centers” from among the pilot
g L&D curation). i participants.
Piloting and . .. |— Test tools on verified L
Validation — Conduct a mandatory bias audit internal data — Conduct bias mitigation

— Assess integration with
existing systems (HRMIS).

training for HITL operators.
— Collect feedback from end
USErs.

— Implement ongoing monitoring

— Ensure full compliance with the
EU AT Act and other regulations.

e W S — Start phasing out legacy
:ni:;?tmg of “high-risk” Al systems. — Launch mass Reskilling/
Scali d Y Create a t ¢ 1 — Scale only validated and | Upskilling programs.
caling and — Create a transparent appea X ~ Officially redesien LR rol
transparent tools. cially redesign HR roles
Re-engineering mechamsm for employees/ — Implement XAl — Cultivate a “people-centric”
candidates

(explainable Al) for all
decisions that affect people.

innovation culture.

— Implement KPIs for monitoring

dynamic real-time risk monitoring.
— Ensure full integration of the
ethics framework into all HR
workflows.

Integration

— Fully integrate Al tools

Al ethics (level of bias correction) with HRMIS and other portfolio of Al agents.
~ Move from static auditing to | €overnment registries. — Use Al to hyper-personalize
Optimization and g — Use Al analytics to employee experience and well-

optimize HR ROI and prove
investment effectiveness. -
— Implement digital twins to
model HR processes.

— Deepen skills, managing a

being.

Shift L&D focus to “soft
skills” (critical thinking,
empathy) that complement AL

— Governments should become
leaders and exporters of ethical Al
standards for the public sector.

— Audit and accountability
mechanisms should be built
directly into the Al architecture.

— Create public registries of

Al systems to ensure public
transparency.

Trans-formation
and Innovation

— Deploying autonomous
Al agents to provide new,
proactive HR services to
employees.

— Using Al to create new
talent management models
that were not possible before.
— Creating common Al
platforms and models for
use by different government
agencies.

— HR function completely
transitions from operational
support to strategic forecasting
and innovation.

Transition from the
“human-in-the-loop” model
(control) to “human-and-Al”
(co-creation).

— Freed up HR resources are
directed to complex human
aspects: leadership, culture,
well-being.

Source: developed by the authors themselves

mechanism is instituted. Technologically, gradual
decommissioning of legacy systems begins, and
explainable Al is integrated into all HR decisions
affecting personnel management, with scaling
limited to those tools that demonstrated transparency
during pilot testing. In parallel, HR roles undergo
official redesign, and large-scale reskilling and
upskilling programs are launched to ensure
employee adaptation to working symbiotically with
algorithms.

The “Optimisation and Integration” stage
consolidates stability and translates it into
measurable efficiency. Management focuses on
creating KPI systems for evaluating Al ethics,
dynamic real-time risk monitoring, and full
integration of ethical frameworks into HR processes.
The technological component concentrates on fully
connecting HRMIS with state registries, performing
analytical ROI control, and modelling HR processes
through digital twins. Simultaneously, at the
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organisational level, a specialised competency in
managing portfolios of Al agents is formed, aimed at
personalising employee experience and developing
skills that complement algorithmic tools, such as
critical thinking, empathy, and ethical leadership.
The final stage, Transformation and Innovation,
establishes the foundation of a new governance
paradigm. The public authority evolves into an
exporter of ethical standards and Al practices,
where audits and explainability are embedded
into the system architecture. Technologically, an
“agentic state” emerges, in which autonomous Al
agents deliver a new level of HR services and an
interagency ecosystem supports the shared use of
platforms. Meanwhile, the HR function shifts into
the domain of strategic forecasting where human
Al co-creation becomes the basis of managerial
decisions formed not through control but through
partnership, and human capital becomes the central
investment of the digital state.

In conclusion, the developed “Integrated Concept
of Adaptive HR-Engineering” constitutes a roadmap
for the ethical transformation of public institutions,
in which technology, ethics, and people are unified
into a single system of sustainable development, and
artificial intelligence becomes both an automation
instrument and a driver of governmental innovation
culture.

Conclusions. The conducted research
demonstrates that directly replicating business
models of artificial intelligence implementation
within public administration is ineffective and
poses risks to public legitimacy. The proposed
integrated concept of adaptive HR-engineering
provides a scientific foundation for constructing
an ethically calibrated system of managing the
state’s human capital, where algorithmic decisions
become part of a trust-building mechanism rather
than a source of threat. The practical value of the
study lies in creating a phased model capable
of guiding public institutions toward the safe
and effective use of Al in HR practices through
bias audits, ethics councils, testing sandboxes,

and appeal mechanisms. The theoretical
significance of the research consists in forming
a new managerial paradigm that transforms rigid
control and determinism into human-technology
co-creation. Future scientific work will focus on
developing the regulatory and legal foundations
for Al implementation in public administration,
adapting the provisions of the European Al Act
to the national context, and establishing a system
of independent ethical oversight for governmental
algorithmic decision-making.
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AHoTtamnisi. Y 1ociipkeHH 0yJ10 BCTAHOBJICHO, IO MITYYHHI IHTEJIEKT CYTTEBO 3MIHIOE JIOTIKY YIPABIIIHHS JFOACH-
KHMH peCypcaMu y IyOaiuHOMY CEKTOPi, OCTYIOBO TPaHC(HOPMYIOUH HOTO 3 aAMiIHICTPATUBHOT (QYHKIT B aHATITHYHY
CHCTEMY, 3aCHOBaHY Ha IIPOTHO3HMX MOAEIAX 1 mpuHIMNax nudposoi noBipu. [IpoananxizoBaHo Cy4acHi HayKOBI ITiaXo0-
JIV 710 BUKOPUCTAHHS IITYYHOTO 1HTENEKTY y cepi YIpaBIiHHS IepCOHAIOM, 30KpeMa IIPaBOBi, ETHYHI Ta TEXHOJIOT14HI
BHUMIpH, AKi 0 CHOTOIHI PO3BUBAIHCS i30JIbOBAHO, 0€3 y3TOKEHOI YIPaBIiHCEKOI HOpMaTHBHO-IIPaBoBoi Oaszu. Ha
ITiCTaBi BUKOHAHOTO aHai3y C(OPMOBAHO CTPYKTYpPY TpaHCHOpMAIIil )KUTTEBOTO IMUKITY KaIPOBHX MPOIIECIB Y CHCTEMI
nyOJIIYHOTO YIPABIiHHS, Y MEXax KOl eTalu BiJl CTPATeriyHoOro MjiaHyBaHHs 10 YTPUMaHHS EPCOHAY, MTOETHYIOThHCS
yepes enuHy uppoBo-aHATITHYHY M1aTGopMy. PO3IIHPEHO PO3yMiHHS TOTO, SIK IHCTPYMEHTH MPOTHO3HOI aHAITHKH,
CHCTEMH aBTOMAaTH30BAaHOTO BiZ0OpY KaHAWIATIB, BIpTyaJbHI aCHCTEHTH Ta TEXHOJIOTI IMOSICHIOBAHOTO INTYYHOTO iH-
TEJIEKTY 3a0e31edyroTh ITiIBUIIEHHS MPO30pPOCTi, 3HIKCHHSI PU3UKY YIIEPEIKCHOCTI Ta MiJBUIICHHS 00’ €KTUBHOCTI
KaJ[pOBHUX DIlIeHb Y JEpKaBHOMY CEKTopi. BukoHaHO KoMmapaTHBHHUI aHami3 Oap’epiB BIPOBAHKEHHS TEXHOJOTIH
IITYYHOTO 1HTEJEeKTY Yy IEp’KaBHOMY Ta MPHUBATHOMY YIPAaBIiHHI, IO JO3BOJMJIO OKPECIUTH TIHOWHHI BIAMIHHOCTI
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MDXK OpI€HTOBAaHOIO Ha MPUOYTOK JIOTIKOIO Oi3HECY Ta MIHHICHOIO MPHUPOIOI0 JEP)KaBHOI CIyXOW, y sKili BH3HAYAIIb-
HOIO € HoBipa rpomajsH. CPopMOBaHO TMEPETiK KIFOYOBAX PU3UKIB 1 MEXaHI3MH iX KOHTPOJIIIO, [0 BHHUKAIOTH i/ Jac
BITPOBA/DKCHHS AJITOPUTMIYHUX PIllIeHb y KaJpOBUX Mpoliecax, 30kpema pusrku Herposopocti LI monenei, Brpartu
MIPaBOBOi aBTOHOMIT JIFOIMHH, TUCKPUMIHAIIMHUX €(EeKTIB Ta HAJIMIPHOTO HAIVISILY. 3@ Pe3yJibTaTaMH JI0CIiPKEHHsI OyIi0o
CTBOPEHO IHTETPOBaHY KOHIIEIIIIIIO a/IalITUBHOTO 1HKUHIPUHTY YIIPaBIIiHHS IEPCOHAIIOM, KA IOEIHYE YIPaBIiHCHKO-e-
TUYHUH, TEXHOJIOTIYHUN Ta KOMIIETEHTHICHUH PiBHI. 3aIIpOIIOHOBaHA MO/IENb JO3BOJIMIIA OIIMCATH MOCIITOBHHUN TIpoLiec
BIIPOBA/KCHHA IH(PpoBoi Tparcopmaii [III-HR Bix mogarkoBoro eramy moB’s3aHOTO 3 MIATOTOBKOIO Ta €KCIEPH-
MEHTAJIbHIM TECTYyBaHHS O MacIITa0yBaHHSA cUCTeM 1 (JOPMyBaHHS HOBOI KYJIBTYpH B3a€MOJIi JIOAWHH Ta MITyYHOTO
IHTENIEKTY Y yOJIiYHOMY CEKTOPi.

KoarouoBi csoBa: mry4nuit iHrenext, myOniune ynpaniiHHs, HR-IHXHHIpUHI, eTHYHE BpsAyBaHHS, MPOTHO3HA
aHAJITHKA, AITOPUTMIYHA ITPO30PICTh, I(poBa TpaHchopMaris.
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